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Today's Agenda
» Lecture: Multifactorial analysis + tutorials using example data

» Bonus Lecture: Writing and reporting

» Reminder: Please complete course evaluations at HelioCampus
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https://heliocampusac.wisc.edu/
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Chi-squared Chi-squared Trend, 
Mann-Whitney

Mann-Whitney Mann-Whitney, log-
rank

Student's t

Categorical (2+) Chi-squared Chi-squared Kruskal-Wallis Kruskal-Wallis Kruskal-Wallis ANOVA

Ordinal Chi-squared Trend, 
Mann-Whitney

Spearman rank Spearman rank Spearman rank Spearman rank, 
linear regression

Quantitative 
Discrete

Logistic regression Spearman rank Spearman rank Spearman rank, 
linear regression

Quantitative Non-
Normal

Logistic regression Plot data-Pearson, 
Spearman rank

Plot data-Pearson, 
Spearman rank & 
linear regression

Quantitative 
Normal

Logistic regression Linear
regression

Pearson, linear 
regression
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Consider this dataset. Can we 
use multiple t-tests?
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 : , 

3 pairwise tests: 

Reject  when  instead of 

➜ Type I error (reject  when it is true)
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What are errors in hypothesis testing?

Type I error: Rejecting  when it is true

Type II error: Accepting  when it is false

Type III error: Correctly rejecting  for the wrong reason

Null Hypothesis is true Alternative Hypothesis is true

Fail to reject  Right decision Wrong decision
Type II error
(False negative)

Reject  Wrong decision
Type I error
(False positive)

Right decision
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Analysis of Variance (ANOVA)

Definition: Analysis of variance (ANOVA) is a collection of statistical models and their associated 
estimation procedures (such as the "variation" among and between groups) used to analyze the 
differences among group means in a sample.1

Procedures:

1. One-way (single factor)

2. Two-way (two factors)

3. Multi-way (multiple factors)

Models:

1. Fixed effects (between)

2. Random effects (within)

3. Mixed effects (mixed)

1 Wikipedia: ANOVA
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https://en.wikipedia.org/wiki/Analysis_of_variance


How do we choose among these procedures?
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How do we conduct ANOVA?

We calculate the F-statistic.

: number of populations

: sample size
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One-way ANOVA in R

model = aov(Time~Group,data=data)
summary(model)

            Df Sum Sq Mean Sq F value Pr(>F)
Group        2   7842    3921   2.174  0.139
Residuals   21  37880    1804               
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One-way ANOVA in JMP

Analyze > Fit X by Y
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Are we done?

The ANOVA analysis only told us whether the methods had a significant effect on time, not which 
method is more effective.

We can make two types of pairwise comparisons:

1. A priori comparisons (planned contrasts)

: ; :  

2. Post hoc comparisons (exploratory pairwise tests)

Test  vs ,  vs ,  vs 
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A priori comparisons in R

levels(data$Group)
comparison = c(1,-1,0)
mat = cbind(comparison)
contrasts(data$Group) <- mat
model = aov(Time~Group, data= data)
summary.aov(model, split = list(Group=list("mu1 vs mu2"=1)))

                    Df Sum Sq Mean Sq F value Pr(>F)
Group                2   7842    3921   2.174  0.139
  Group: mu1 vs mu2  1    342     342   0.190  0.668
Residuals           21  37880    1804               
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A priori comparisons in JMP

Compare Means > Each pair, Student's t
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Post hoc comparison in R

TukeyHSD(model)

  Tukey multiple comparisons of means
    95% family-wise confidence level

Fit: aov(formula = Time ~ Group, data = data)

$Group
                                    diff       lwr      upr     p adj
Speech-based dictation-Prediction  9.250 -44.27619 62.77619 0.9011856
Standard-Prediction               42.125 -11.40119 95.65119 0.1409733
Standard-Speech-based dictation   32.875 -20.65119 86.40119 0.2896872
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Post hoc comparison in JMP

Compare Means > All Pairs, Tukey HSD
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What if we had a within-participants design?

We conduct a repeated-measures or random-
effects one-way ANOVA.
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Within-participants one-way ANOVA in R

model = aov(Time~Group+Error(Participant.ID/Group), data= data)
summary(model)

Error: Participant.ID
          Df Sum Sq Mean Sq F value Pr(>F)
Residuals  7  19113    2730               

Error: Participant.ID:Group
          Df Sum Sq Mean Sq F value Pr(>F)  
Group      2   7842    3921   2.925 0.0868 .
Residuals 14  18767    1341                 
---
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
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Within-participants one-way ANOVA in JMP

Using the Full Factorial Repeated Measures 
ANOVA Add-In:

Add-ins > Repeated Measures > Full-Factorial 
Design (Mixed Effects)

For additional options (e.g., comparisons):

Launch Dialog > Emphasis: Effect Leverage
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https://community.jmp.com/t5/JMP-Add-Ins/Full-Factorial-Repeated-Measures-ANOVA-Add-In/ta-p/23904
https://community.jmp.com/t5/JMP-Add-Ins/Full-Factorial-Repeated-Measures-ANOVA-Add-In/ta-p/23904


Between-participants two-way ANOVA in R

model = aov(Time~Group*Expertise, data=data)
summary(model)

                Df Sum Sq Mean Sq F value Pr(>F)
Group            2   7842    3921   2.175  0.143
Expertise        1   1395    1395   0.774  0.391
Group:Expertise  2   4030    2015   1.117  0.349
Residuals       18  32455    1803               
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Between-participants two-way ANOVA in JMP

Analyze > Fit Model
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Within-participants two-way ANOVA in R

model = aov(Time~(Group*Task)+Error(Participant.ID/(Group*Task)), data= data)
summary(model)

Error: Participant.ID
          Df Sum Sq Mean Sq F value Pr(>F)
Residuals  7   7224    1032               

Error: Participant.ID:Group
          Df Sum Sq Mean Sq F value Pr(>F)
Group      2   1650   825.2   0.345  0.714
Residuals 14  33441  2388.6               

Error: Participant.ID:Task
          Df Sum Sq Mean Sq F value Pr(>F)
Task       1    341   341.3   0.119   0.74
Residuals  7  20055  2865.0               

Error: Participant.ID:Group:Task
           Df Sum Sq Mean Sq F value Pr(>F)
Group:Task  2   1845   922.5   0.644   0.54
Residuals  14  20053  1432.3     
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Within-participants two-way ANOVA in JMP

Add-ins > Repeated Measures > Full-Factorial Design (Mixed Effects)
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Two-way mixed-effects ANOVA in R

model = aov(Time~(Group*Task)+Error(Participant.ID/Group)+Task,data=data)
summary(model)

Error: Participant.ID
          Df Sum Sq Mean Sq F value Pr(>F)
Task       1    341   341.3   0.175  0.682
Residuals 14  27279  1948.5               

Error: Participant.ID:Group
           Df Sum Sq Mean Sq F value Pr(>F)
Group       2   1650   825.2   0.432  0.654
Group:Task  2   1845   922.5   0.483  0.622
Residuals  28  53493  1910.5     
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Two-way mixed-effects ANOVA in JMP

Add-ins > Repeated Measures > Full-Factorial Design (Mixed Effects)

© Human-Computer Interaction | Professor Mutlu | Week 14: Methods: Statistics III: Intermediate Inferential Statistics 25



What if I would like to include a covariate?

Consider the one-way between-subjects 
analysis and also measuring the years of 
experience the user had in the task to control 
for that factor.

We conduct what is called an analysis of co-
variance (ANCOVA).
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One-way between-participants ANCOVA in R

model = aov(Time~Group+Years, data=data)
summary(model)

            Df Sum Sq Mean Sq F value Pr(>F)
Group        2   7842    3921   2.090   0.15
Years        1    350     350   0.187   0.67
Residuals   20  37530    1877               

Because Years has no effect, we would remove it from our model (called model simplification) and 
rerun our analysis as an ANOVA.
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One-way between-participants ANCOVA in JMP

Analyze > Fit Model
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Data files used in Statistics I, II, and III
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https://drive.google.com/file/d/1Z2E_8TldCIZPg8F5n4rUTG_YhQ-i4mgU/view?usp=sharing

